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Abstract— This research addresses the trajectory tracking
problem of an unmanned underwater vehicle (UUV) within 4
degrees of freedom (DOF) subject to external disturbances and
measurement noise. An adaptive control framework consisting
of an adaptive model predictive control (MPC) and an error-
state extended state observer (ESESO) is proposed. The MPC
is utilized to stabilize the system while the ESESO is proposed
to estimate the disturbances. In contrast to most conventional
ESOs, we explicitly formulate a sensor-fusion problem by
tracking the error state of the observer. The ESESO feeds
back the filtered state and the estimated lump disturbances
to the MPC to achieve the adaptability of the closed-loop
system. Sufficient simulation via a semi-physical experiment
is conducted to validate the effectiveness and superiority of the
proposed control framework.

Index Terms— Unmanned Underwater Vehicles, Trajectory
Tracking, Error-State Extended State Observer, Adaptive
Model Predictive Control.

I. INTRODUCTION

Recently, unmanned underwater vehicles (UUVs) have

garnered substantial attention from both the academia and

the industry. Providing a promising alternative solution to

replace human operators, UUVs showcase their unprece-

dented applicability in various scenarios [1], [2], [3], [4].

However, UUVs still fall short of achieving full autonomy

and current practices often require human-in-the-loop [5], [6]

technique to guarantee the success of missions, particularly

in addressing uncertainties in motion control. Therefore, the

control problem of UUVs needs to be further investigated.

Several significant works have been proposed to solve

the UUV control problem. In [7], a vision-based neural

network controller was proposed to stabilize the heave of

a UUV. Zhao et al. [8] utilized fault tolerant-based MPC to

achieve trajectory control of a UUV. A sliding mode-based

control method was utilized in reference [9] for the UUV

dynamic base recovery problem. A fractional-order recurrent

neural network-based control framework was investigated in

a Multi-UUV manoeuvring counter-game scenario. Among

the various control methods mentioned above, MPC is widely

employed due to its simple structure and capability to con-

sider multiple constraints.
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MPC is one of the most commonly adopted controllers

in the field of robotics, where platforms such as fixed-

wing aerial robots [10] or ground vehicles [11] frequently

utilize the control technique to perform trajectory manoeu-

vres. Specifically, MPC operates iteratively by addressing an

optimal control problem over a finite time horizon, allowing

it to generate optimal control inputs based on the system’s

dynamic model and constraints. However, MPC’s excessive

reliance on precise system models impedes its further devel-

opment.

Many scholars have conducted in-depth research on re-

ducing the model dependency of MPC. A disturbance re-

jection MPC framework was introduced in [12] for a class

of input-affine nonlinear systems. In [13], an event-based

robust MPC method was proposed for distributed nonlinear

discrete systems. Another innovative event-based work was

proposed in [14], which addressed control problems of a

class of Markovian jump systems with disturbances. Specif-

ically, some recently published work provided some UUV

applications based on robust MPC. For example, in [15], an

MPC approach was put forward for the real-time obstacle

avoidance of a UUV. An extended Kalman filter (EKF) based

MPC was employed for trajectory tracking of a UUV with

disturbances [16].

The analysis aforementioned indicates the combination

of the MPC and the disturbance observers is frequently

adopted for UUVs. Nevertheless, it could be seen that most

research are done under an ideal environment where real-

world deploying situations are not considered, i.e., physical

sensor models and the corresponding measurement noises

are not included. Therefore, we design an extended state

observer (ESO) based on inertial measurement units (IMU)

to establish the groundwork for future practical applications.

Meanwhile, as tracking the state with error-state provides

a better linearization property [17], here, the error-state

extended state observer (ESESO) is proposed.

The contributions are listed as follows:

• An adaptive nonlinear MPC is presented for UUV,

where the prediction model is integrated with an ESESO

that could be directly applied to real sensor models.

• An inertial-based sensor fusion scheme is proposed to

design the ESESO. The framework intakes the IMU

and any arbitrary exteroceptive sensor model to conduct

both state estimation and disturbance observation.

• The modules are integrated and validated via a semi-

physical experiment. The details1 are also released for

1https://github.com/HKPolyU-UAV/bluerov2
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future research.

The remaining sections of this paper are structured as fol-

lows: section II describes the UUV dynamic model; section

III elucidates the ESESO with EKF. The MPC is successively

formulated in section IV. In section V, the simulation results

are presented. Finally, section VI concludes this paper.

In what follows, I and B denote the inertial and body

frame, respectively. ηI = [x, y, z, φ, θ, ψ]
� ∈ R

6 is the gen-

eralized position vector in I with [x, y, z] and [φ, θ, ψ] be the

position and attitude of the UUV. vB = [u, v, w, p, q, r]
� ∈

R
6 is the generalized velocity vector with vT,B = [u, v, w]

be the linear velocity and vR,B = [p, q, r] be the angular

velocity. K ∈ R
6×6 is the propulsion matrix, A ∈ R

6×4 is

the control allocation matrix, and both K and A are constant

matrices. m is the mass, and Im = [Im,x, Im,y, Im,z] is

the moment of inertial of 3 axis, and zCG is the z-axis

component of the centre of gravity position within the body

frame. m ∈ R
6 is the added mass vector, with mT ∈ R

3 be

the translational term and mR ∈ R
3 the rotational term. g is

the gravity constant. C·, S·, and T · are the cosine, sine, and

tangent functions, respectively. ◦ is the Hadamard product

operator. [·]× is the skew-symmetric matrix of a vector.

II. UUV DYNAMICS MODEL

In this work, we adopt the open-frame BlueROV2 vehicle

[18], which encompasses 4-DoF of motion, say, surge, sway,

heave, and yaw. We employ Fossen’s theory [19] to model

the nonlinear dynamics of the UUV.

The dynamics of the UUV is given by

ẋ =

[
η̇I
v̇B

]
=

[
JΘvB

M−1 (τB + ξB + S)

]
= F(x, τB)

τB = KAU ∈ R
4

S = −C(vB)vB −D(vB)vB − g(ηI) ∈ R
6.

(1)

In particular, JΘ =

[
RΘ 03×3

03×3 TΘ

]
∈ R

6×6 is the coordinate

transformation matrix with

RΘ =

⎡
⎣CψCθ CψSθSφ− SψCφ CψSθCφ+ SψSφ
SψCθ SψSθSφ+ CψCφ SψSθCφ− CψSφ
−Sθ CθSφ CθCφ

⎤
⎦ ,

and

TΘ =

⎡
⎣1 SφTθ CφTθ
0 Cφ −Sφ

0 Sφ
Cθ

Cφ
Cθ

⎤
⎦ .

M = MRB +MA is the mass matrix with

MRB =

⎡
⎢⎢⎢⎢⎢⎢⎣

m 0 0 0 mzg 0
0 m 0 −mzg 0 0
0 0 m 0 0 0
0 −mzg 0 Im,x 0 0

mzg 0 0 0 Im,y 0
0 0 0 0 Im,z

⎤
⎥⎥⎥⎥⎥⎥⎦

be the rigid body mass matrix and MA = diag[mA] be the

added mass matrix. τB is the combined propulsion forces

and moments, ξB is the lump disturbances, and U ∈ R
4 is

the control input.

C(·), D(·), and g(ηI) are the terms related to Coriolis

and centripetal forces, hydrodynamic damping force and

hydrostatic restoring force.

C(vB) = CRB(vB) +CA(vB)

=

[
03×3 [−mvT,B]×

[−mvT,B]× [−Im ◦ vR,B]×

]

+

[
03×3 [mT ◦ vT,B]×

[mT ◦ vT,B]× [mR ◦ vR,B]×

]
, (2)

where CRB(vB) is the rigid body dynamics and CA(vB) is

the added mass dynamics.

D(vB) = DRB +DA(vB)
= −diag[dL]− diag[dNL ◦ |vB|], (3)

where dL, dNL ∈ R
6 are respectively the linear and

nonlinear damping parameter vectors.

g(ηI) =

⎡
⎢⎢⎢⎢⎢⎢⎣

(W −B)Sθ
−(W −B)CθSφ
−(W −B)CθSφ
zCGWCθSφ
zCGWSθ

0

⎤
⎥⎥⎥⎥⎥⎥⎦

(4)

with W = mg be the weight and B be the buoyancy.

From above, x and ξB are needed to be estimated by

the ESESO. τB is acquired from the measurements. The

rest of the parameters are then determined via offline system

identification.

III. ERROR-STATE EXTENDED STATE OBSERVER

This section establishes a loosely coupled sensor fusion-

based ESESO to accurately track the state and the lump

disturbances with measurement noise.

A. Observer Formulation

The proposed observer is a variation of ESO, where the

general problem formulation can be seen in [20]. Here, we

apply an adaptive observer gain as in [21], while making the

tracking state lie within the error state space. In addition,

considering that the observer proposed in this study is

conducted with the manifold theory, some notations are made

to avoid misunderstandings. The observer state is first defined

as

z =
[
p v RΘ ba bg gI ξ

] ∈ M, (5)

where M = R
6 × SO(3) × R

12 is a Lie group (M, ·),
which represents the group set. · denotes the group operation.

p ∈ R
3 and v ∈ R

3 are the translation and translational

velocity defined in I, respectively. ba ∈ R
3 and bg ∈ R

3

are accelerometer and gyroscope bias defined in B, gI =
[0, 0, g] is the gravity vector, and ξ is the translational lump

disturbances. � operation on this manifold is defined as

� : M�m → M,

s.t. A�Δ = A ·Exp(Δ),A ∈ M,Δ ∈ R
n, (6)
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where m is the tangent space of M, and n is dependent to the

DoF of the manifold, and Exp(·) is the exponential mapping

from the tangent space of M to M. For the terms of z that

lie in vector space, A�Δ is equivalent to A+Δ, implying

that the exponential mapping is identity mapping for them.

Contrarily, for RΘ ∈ SO(3), the exponential mapping is

defined as

Exp(θ) = exp([θ]×) =
∞∑

n=0

1

n!
([θ]×)n

= CθI+ (1− Cθ)aa� + Sθ[a]×, (7)

where θ = θa, and a is the normalized unit vector in R
3.

Based on the above, � operation is defined as

� : M�M → m,

s.t. A�B = Log(B−1 ◦A) = Δ,A,B ∈ N ,Δ ∈ R
n,
(8)

where Log(·) is the inverse mapping of Exp(·).
The ESESO tracks the dynamics of the error state, making

the observer carry two state parameters, say, the nominal

state and the error state. Using the EKF, the error state is

filtered, whereas the nominal state receives the estimated

error to update. Hence, the error state can be extracted from

below, where the true state zt comprises nominal state z and

error state δz

zt = z� δz. (9)

The error term δz lies within the tangent space m. The

tracked error state δz is assumed to be Gaussian, i.e., δz ∼
N (0,P) with P be the local perturbations of the M around

0.

Based on the definitions here, the ESESO processes the

input signals from sensors along with the states from the

previous time step k − 1 and outputs the error state of the

plant and the lump disturbances at each time step k. Then,

the error state is returned to the nominal state; the nominal

state will be harnessed by the controller.

B. IMU Model of ESESO

Given the IMU measurements, we first write out the

nominal state propagation in discrete time of z;

zk = f(zk−1,uk) (10a)⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

pk = pk−1 + vΔt+ 1
2 (RΘ(ua − ba) + gI)Δt2

vk = vk−1 + (RΘ(ua − ba) + gI)Δt

RΘ,k = RΘ,k−1Exp((ug − bg)Δt)

bg,k = bg,k−1

ba,k = ba,k−1

gI,k = gI,k−1

ξk = ξk−1

,

(10b)

where Δt is the time difference between time step k − 1
and k. Note that the IMU measurement is denoted as

u = [ua,ug]
� with ua and ug be the accelerometer and

gyroscope measurement, respectively. Using Eqs. (9) and

(10), the error state dynamics can be yielded as

δzk = fδ(δzk−1,uk,w) (11a)⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

δpk = δpk−1 + δvkΔt

δvk = vk−1 + ([−RΘ(ua − ba)]×δRΘ −RΘδba + δgI)Δt+wv

δRΘ,k = Exp(−(ug − bg)Δt)δRΘ,k−1 − δbgΔt+wR

δbg,k = δbg,k−1 +wba

δba,k = δba,k−1 +wvg

δgI,k = δgI,k−1

δξk = δξk−1 +wξ

(11b)

The w is the process noise. Further, there is

δzk = fδ(δzk−1) +∇fδzk +w, (12)

where ∇f = ∂fδ
∂δz is equivalent to the Jacobian matrix of

fδ(·). Recall that the mean of the error state is 0, making

f(δzk) = 0. We can then propagate the covariance matrix of

last time-step with ∇f . Therefore, the prediction step of the

ESESO is given by:

δžk = ∇fδẑk−1 (13a)

P̌k = ∇fkP̂k−1∇f�k +Q, (13b)

where Q is a diagonal matrix based on the processing noise

w.

C. Update Model of ESESO

An abstract sensor is needed to observe the error state

for the ESESO. In this work, we opted for a simulated

GPS/GNSS and the thrust measurement to perform the

update of the filter. The sensor model is defined as,

yk = h(zk) + ζ (14a)⎧⎪⎪⎪⎨
⎪⎪⎪⎩
pk,GPS = pk + ζp

vk,GPS = ṗk,GPS + ζv

RΘ,k,GPS = RΘ,kExp(ζRΘ
)

τ k = hτ (xk) + ζτ

(14b)

where

hτ (x) = MRB(ua − ba) +MA(ua − ba +R�
ΘgI)

+D(R�
Θv)R

�
Θv +R�

Θg(RΘ)− ξ

ζ =
[
ζ�
p , ζ

�
v , ζ

�
RΘ

, ζ�
τ

]�
∈ R

12 is the measurement noise.

Remark 1: We omit the Coriolis and centripetal force,

as the rotational velocities are relatively small, making the

term negligible. Also note that the raw velocity measurement

vk,GPS is acquired by numerical differentiation.

The Jacobian matrix of the measurement model can be

derived as

∇hk =
∂h

∂z

∂z

∂δz
. (15)
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To fix the non-differentiable quadratic term as shown in Eq.

(3), DA is approximated with a polynomial fitting function

DA(v)v = −diag[dNL ◦ |v|]v � pD(v)

The updated equations are then given by

Kk = P̌k∇hk(∇hkP̌k∇h�
k +R)−1 (16a)

δẑk = Kk(yk � h(zk)) (16b)

P̂k = (I−Kk∇hk)P̌k (16c)

ẑk = zk � δzk, (16d)

R is the diagnal matrix based on the measurement noise

ζ. Note that Eq. (16d) is the final update process, which is

referred to as error injection. After the update step, we then

set the error back to 0 for the next time step:

δẑk := 0 (17a)

P̂k := ∇jP̂k∇j�, (17b)

where ∇j is the Jacobian matrix of the reset function

j(δzk) = δzk � δẑk. (18)

D. Stability Analysis

Note that the asymptotic stability of the EKF can be

guaranteed in a Lyapunov sense [22]. Nevertheless, as we

are tracking the error state in ESESO, the stability of the

proposed observer has to be analyzed to the error dynamics

of the error state. Using Eqs. (12), (15) and (16), the observe

error dynamics can be given by

εk = δzk − δẑk

εk+1 = ∇fk(I−Kk∇hk)εk + rk, (19)

The matrices presented here are identical to the ones derived

in Eqs. (12), (15) and (16). Meanwhile, from Eqs. (11a), (15),

and (16a), it can be seen that both fδ(·) and hδ(·) are C1
functions, and rk represents the higher order term (H.O.T.)

of them.

A technical Lemma can be given as follows to guarantee

the stability of the observing system.

Lemma 1: For observed error dynamics given by (19),

the system is asymptotically stable if the following five

conditions hold:

1) There exists f̄ , h̄, p̄, p ∈ R
+, s.t. ∀k ≥ 0

‖∇fk‖ ≤ f̄ , ‖∇hk‖ ≤ h̄

pI ≤ P̌k ≤ p̄I, pI ≤ P̂k ≤ p̄I

2) ∀k ≥ 0 rank(Fk) = n.

3) Define the H.O.T. rk of εk+1 as rF + rH , which are

the respective H.O.T.s related to prediction and update

models. There exists α, βF , βH , β ∈ R > 0 s. t.

‖rF (δz, δẑ)‖ ≤ βF ‖δz− δẑ‖2
‖rH(δz, δž)‖ ≤ βH ‖δz− δž‖2

‖r‖ ≤ β ‖δz− δž‖2
‖δz− δẑ‖ ≤ α

‖δz− δž‖ ≤ α

4) ∇fk, ∇hk is assumed to satisfy the uniform observabil-

ity condition.

5) Q, R is symmetric positive definite.

The proof of condition 3) is supported by Lemma 4 in [23]

and is omitted here.

Proof: The Lyapunov function is selected as

Vk(εk) = ε�k P̌
−1
k εk, (20)

and with condition 1), we have

1

p̄
‖εk‖2 ≤ Vk(εk) ≤ 1

p
‖εk‖2 . (21)

Vk(εk) is therefore positive definite and decrescent.

Using condition 2), 4), Eq. (16) and matrix inversion

lemma [24], [25] yields

Vk+1(εk+1) = ε�k+1P̌
−1
k+1εk+1

≤ ε�k [P̌
−1
k − P̌−1

k (P̂−1
k +∇f�k Q−1∇fk)P̌

−1
k ]εk

+ 2r�k P̌
−1
k+1∇fk(I−Kk∇hk)εk + r�k P̌

−1
k+1rk

(22)

Kk is also equivalent to P̂k∇h�
k R

−1 from Eq. (16), and

‖Kk‖ ≤
∥∥∥P̂k

∥∥∥ ∥∥∇h�
k

∥∥ ∥∥R−1
∥∥ ≤ p̄h̄

r
. (23)

r is λmin of R. Using conditions 1) and 3), Eq. (22), we

have

Vk+1(εk+1) ≤ ε�k P̌
−1
k εk − 1

p̄2(p̄+ f̄2q−1)
‖εk‖2

+ 2β ‖εk‖2 f̄ ‖εk‖ (1 + p̄h̄2r−1)

p
(24)

+ β ‖εk‖2 1

p
β ‖εk‖α

= Vk(εk)− { 1

p̄2(p̄+ f̄2q−1)

− (2βf̄
(1 + p̄h̄2r−1)

p
+ β2 1

p
α) ‖εk‖} ‖εk‖2 .

(25)

Further, there is

Vk+1(εk+1) ≤ Vk(εk)−
{

1

p̄2(p̄+ f̄2q−1)

−
[
2βf̄

(1 + p̄h̄2r−1)

p
+ β2 1

p
α

]
‖εk‖

}
‖εk‖2

= Vk(εk)−
[

1

p̄2(p̄+ f̄2q−1)
− μ ‖εk‖

]
‖εk‖2 ,

(26)

where μ = 2βf̄ (1+p̄h̄2r−1)
p + β2 1

pα ≥ 0. Let α ≤
1

p̄2(p̄+f̄2q−1)μ
, then Vk+1(εk+1) − Vk(εk) ≤ 0. The proof

is completed.
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Fig. 1: Block diagram of the proposed adaptive MPC scheme

for the UUV.

IV. ADAPTIVE MODEL PREDICTIVE CONTROL

A. Adaptive Prediction Model

Figure (1) illustrates the basic principle of the proposed

adaptive MPC framework.

The dynamics model sent into the adaptive MPC frame-

work can be given by⎧⎪⎨
⎪⎩
ṗ = v

v̇ = RΘM
−1(KTAU−D(v)v − g(RΘ) + ξ)

ψ̇ = s(ηI ,vB,ωB)ψ + Uψ,

(27)

where the state is denoted as x̄ = [p,v, ψ]� and control

input is U = [UT , Uψ] ∈ R
4.

Remark 2: The MPC proposed here does not track the

rotational velocity, while the rotational disturbances are also

neglected. The scalar term s(ηI ,vB,ωB)ψ is derived from

Eq. (1) without considering the Coriolis and centripetal

forces, where the rotational velocities are retrieved directly

from IMU measurements and bias state ωB = ug − bg .

KT ∈ R
6×3 is extracted from the propulsion matrix K.

Remark 3: The adaptability is reflected within in Eq. (27),

where the estimated lump disturbance is injected into the

prediction model.

B. MPC Implementation

The MPC optimization problem can be expressed as

min
U

J =

TN−1∑
k=T0

[
‖ek‖2Qc

+ ‖Uk‖2Rc

]
+ ‖eTN

‖QN
,

s.t. ek = y(x̄k,Uk)− rk

Uk ∈ U , x̄k ∈ X , x̄TN
∈ XN ,

(28)

where x̄(t) and U(t) respectively denote the state and the

control inputs, t0 and tN are the first and last time-steps of

control horizon, and r(t) is the reference state. Furthermore,

y(·) represents the system integration output based on the

dynamic model defined in Eq. (27). Qc, Rc, and QN are

the weighting matrices, U , X , and XN are the input, state,

and terminal constraint sets. Note that Qc,Rc,QN � 0.

Via multiple shooting method, the above problem at t = k
is then reformulated as

min
x̄,U

Jk =
k+N−1∑

i=k

l(x̄i,Ui) + lf (x̄k+N ,Uk+N ),

s.t. Ui ∈ U , x̄i ∈ X , x̄tN ∈ XN ,

(29)

where l(·) and lf (·) are the positive definite functions that are

respectively related to the stage and the terminal cost. Here

we utilize ACADOS [26] to solve the MPC in real-time.

C. Stability Analysis

A stability lemma is given as the following to show the

stability of the controller. First, an assumption on the terminal

cost and constraint is made.

Assumption 1: For all x̄ ∈ XN , the terminal cost lf (·) is

a continuous Lyapunov function such that

lf (y(x̄,U))− lf (x̄,U) ≤ −l(x̄,U). (30)

Based on Assumption 1, the lemma is given as follows.

Lemma 2: With the optimization problem defined in Eq.

(28), the MPC controller is asymptotically stable if the

following conditions hold:

1) U ,X ,XN 
= ∅.

2) Only the U(k) is inputted to the system.

3) N is sufficiently large and global optimal can be ac-

quired at each time k.

4) Jk = 0 if x̄,U = 0.

5) The prediction model is unbiased and has no measure-

ment noises.

6) Assumption 1 holds.

Proof: Define Lyapunov function as Vk = min Jk, there

is

Vk =
k+N−1∑

i=k

l(x̄i,Ui) + lf (x̄k+N ,Uk+N ) (31)

Obviously, Vk is positive definite. Similarly,

Vk+1 =

k+N∑
i=k+1

l(x̄i,Ui) + lf (x̄k+1+N ,Uk+1+N )

=
k+N−1∑

i=k

l(x̄i,Ui) + lf (x̄k+N ,Uk+N )

+ lf (x̄k+1+N ,Uk+1+N )− l(x̄k,Uk)

− lf (x̄k+N ,Uk+N ) + l(x̄k+N ,Uk+N )

(32)

Using condition 6) and Lemma 2 in Eq. (31) yields

Vk+1 = Vk − l(x̄k,Uk) + lf (x̄k+1+N ,Uk+1+N )

− lf (x̄k+N ,Uk+N ) + l(x̄k+N ,Uk+N )
(33)

Using the facts that

−l(x̄k+1,Uk) ≤ 0

and

lf (x̄k+1+N ,Uk+1+N )−lf (x̄k+N ,Uk+N )+l(x̄k+N ,Uk+N ) ≤ 0,

The difference equation of Vk is semi-negative definite. The

proof is completed.
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V. SEMI-PHYSICAL SIMULATION RESULTS

The simulation results are implemented in ROS Gazebo

SITL with a BlueROV2 model[27]. Table I lists some pa-

rameters of virtual sensors and controllers.

TABLE I: Simulation parameters.

Parameters Value
IMU frequency 50 Hz
GPS frequency 30 Hz
Q 0.001I
R diag[0.01I 0.02I 0.0006I 0.012I]
Controller frequency 20
Prediction horizon 80
Qc [300 300 150 10 10 150 10 10 10

10 10 10]
Rc [1 1 1 0.5]
m 11.26 kg
m [1.7182 0 5.468 kg

0 1.2481 0.4006 0 kgm2/rad]
W 112.8 N
B 114.8 N
zCG 0.2 m
I [0.3 0.63 0.58] kgm2

dL [-11.7391 Ns/m -20 Ns/m -31.8678 Ns/m
-25 Ns/rad -44.9085 Ns/rad -5 Ns/rad]

dNL [-18.18 Ns/m -21.66 Ns/m -36.99 Ns/m
-1.55 Ns/rad -1.55 Ns/rad -1.55 Ns/rad]

To validate the effectiveness of the proposed observer and

the adaptive controller, we present the results of both state

estimation and trajectory tracking. Figure 2 presents the pose

estimation results, while figure 3 showcases the velocity and

the estimated disturbance.
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Fig. 2: The estimated pose versus the ground truth from the

ESESO.

In Figure 2, the pose and the velocity ground truth are

retrieved directly from the Gazebo software, whereas the

Time(s)

reference estimation

,x
v

,x
,z
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Fig. 3: The estimated velocity and disturbance versus the

ground truth from the ESESO.

ground truth of the disturbance is generated artificially based

on the ideal dynamic model presented in Eq. (1). Figures 2

and 3 indicate that the state converges to the ground truth,

providing an accurate estimation of the robot state and the

lump disturbance for the controller.

To validate the superiority of the proposed ESESO-AMPC

framework, a circular path with an external disturbance of

[40N, 40N, 10N ] is given as the reference signal of the UUV.

Figure 4 records the tracking performance under different

control frameworks. The blue curve in Figure 4 indicates

that the proposed ESESO-AMPC framework outperforms the

others. Additionally, the tracking errors are also illustrated

in Figure 5. It is obvious to validate that NLMPC and PID

have greater errors without disturbance observers.

VI. CONCLUSIONS

In this paper, a novel ESESO-AMPC framework is pro-

posed to address UUV control problem subject to external

disturbances and measurement noise. The ESESO is con-

ducted as a disturbance compensator of the AMPC frame-

work. In contrast to other works, the observing scheme

proposed in this paper can simultaneously estimate the lump

disturbances and can be applied to sensor fusion problems.

Additionally, all simulation experiments are conducted in a

semi-physical experiment so that the proposed method can

be directly transferred to real UUVs. The stability of both

the observing and control systems is analyzed in a Lyapunov

sense. Sufficient simulations are implemented to verify the

effectiveness, robustness, and superiority of the proposed

control framework. Our future work will focus on addressing

the control problem of UUVs with model uncertainties and

severe wave disturbances with other sensor models.
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Fig. 4: The control performance of AMPC, MPC and PID.
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Fig. 5: The tracking error of adaptive AMPC, MPC and PID.
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